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RADAR FREQUENCY SELECTION STRATEGIES

INTRODUCTION

Consider a radar that obtains n pulses on a target during mainbeam illumination. Furthermore,
consider the radar to have pulse-to-pulse frequency agility such that the signal-to-noise ratio (S/N) on a
selected target fluctuates with frequency changes but maintains the same amplitude for fixed frequency
pulse transmissions over the n pulses. These two cases are characterized by the Swerling case II and
case I models, when the fluctuations are Rayleigh distributed [1]. Fluctuations can be caused by the
target being a complex scattering surface, by the external interference field (jamming, multipath) being
frequency sensitive, or by both.

We pose the following:

* Transmit m pulses, where m < n, whose frequencies are chosen randomly and store the
signals obtained over a selected range interval which is thought to contain a weak target.

* During the m pulse transmissions, one of these pulses might obtain a significantly higher
energy on the target than the others due to the S/N fluctuations per pulse.

* If the remaining (n - m) pulses are transmitted at the frequency which yielded the
highest energy out of the first m pulses, we expect to obtain a higher signal-to-noise on
these than expected from random frequency selection.

The question is, are there strategies for enhancing the probability of detection over random frequency
selection on a chosen weak target?

If the frequency selection procedure is successful, a radar system would be envisioned to operate
as follows. One target per beam position would be selected for applying the frequency selection strat-
egy. Examples of targets considered would be a new target detection on the previous scan for which no
track yet exists, a track that has a low probability of detection (blip-scan-ratio) per scan, a high interest
target, etc. In all these cases an approximate range and azimuth is known. After the target is selected,
we gather data with m frequency agile pulse transmissions, select a frequency, and transmit the remain-
ing pulses at this frequency. If successful, we will enhance the detectability of the selected target and
will pay a slight penalty in detectability for other targets in the beam with respect to random frequency
selections.

We begin our discussion by defining the problem. Next, we perform a simplified analysis for a
fixed sample size strategy and a sequential strategy. Finally, we obtain the performance of these strat-
egies by simulation and describe the results.

PROBLEM DESCRIPTION

Baseband samples of the received echoes from a pulsed radar at a given range containing a target
are represented by a sequence of complex numbers

r,= S1 + N,

Manuscript approved May 3, 1984.
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CANTRELL AND TRUNK

for i = 1, 2, ... n pulses. We assume that N, is a zero mean, Gaussian noise sample whose real and
imaginary parts (representing the in phase and quadrature signal components) are independent with a
standard deviation of o-n. We will use a Rayleigh fluctuating target model which is independent of the
noise. For this case, Si is also a zero mean, Gaussian signal whose real and imaginary components are
independent with a standard deviation of us-. The S/N ratio per pulse is then conventionally defined by

(S/IN) = I /c4

For those range samples which do not contain targets or echoes, as = 0.

The problem considered in this report is that given pulse returns from random frequencies that
provide target decorrelation, how many random frequencies m should be transmitted before the fre-
quency with the maximum returned energy is selected and transmitted on the remaining (n - m)
pulses? The received signal can then be written as

r1 = S, + N, for i = 1, ... m

ri= Sj + N, for i= (m + 1), ... n

where the signal amplitude of Sj, denoted by ISjj, is the same as one of the signal amplitudes IsAl for
i= 1, ... m. At a fixed frequency, it is assumed that the target does not decorrelate over the time
frame of the n-pulses but that its phase will change due to doppler effects. The signal Sj is obtained by
repeating one of the first m frequency selections for the remaining n - m pulses. The selection of the
frequency denoted by the index "J' proceeds as follows: The signal energy from the first m pulses using
random frequency selection is examined, and the pulse with the maximum energy is chosen. This can
be written as

max
Irj12 = of the IIr, 12, Ir212, I . 12 ,

set

where I rj 12 is the maximum energy of any of the m pulses and j is the associated index which indicates
the frequency used.

In many cases we do not know the exact signal location in range, for instance, when a target is
being tracked with a search radar. However, we often know the vicinity of the target after an initial
detection. In these cases, we need to examine the signals over k range cells where k may be typically
10 to 20. In this case, the selection process is as follows. We compute the total energy

m
X Ir12

in the m pulses for each of the k range cells and choose the range cell that has the largest energy. We
then find the frequency denoted by index j that yielded the largest energy out of the m pulses for this
selected range cell as described previously.

Two different frequency selection criteria are used. The first is based on fixing the value of m
pulses. If m = 1 (all pulses at a fixed randomly selected frequency), the detection performance is that
of Swerling case I and for m = n, the detection performance is that of Swerling case II. We examine
the performance for other fixed values of m both analytically and by simulation using the selection cri-
terion described previously. The analytic analysis is simplified by considering the noise-free case,
(rn = 0, and the range cell of the target is known a priori, k = 1. The analysis is based on computing
the expected energy for various values of m and choosing an m that maximizes the expected energy.
For notational convenience we define xi = Iri|2 = ISiA2 and y = IrjI2 = I S12 for (ur = 0 and we note xi
is exponentially distributed

PX(X1 )= 1 (Xxi/2s (1)
2(f5
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The second frequency selection criterion is based on a sequential hypothesis test. In this case m is
not fixed but is a random variable. As we show later, after each pulse i, we make the comparison

I r~ 2 > T(i).
2(0+2 a-2)

If the statistic is greater than the threshold, we set i = m and transmit the remaining (n - m) pulses at
the frequency associated with the index j. If the statistic is less than the threshold, another random fre-
quency is chosen for the next pulse transmission. Again the analytic is simplified by considering the
noise-free case and the range cell containing the target is known a priori. The analysis is based on com-
puting expected energies for the two cases of selecting a previously used frequency at the ith pulse or
selecting a random frequency. The strategy yielding the largest expected energy at the ith step is
chosen. We now consider the two criteria by using analysis, followed by the simulation performance
results.

FIXED SAMPLE SIZE SELECTION ANALYSIS

The average total energy return Ef for the fixed sample size m selection process is given by

Ef(m) = m E{x) + (n - m) E{y}, (2)

where E{ I is the expected value operator. The E{x) is given by

Ex) = x exp (-x/2)dx = 2, (3)

where ao- has been set to one for convenience. To calculate E{y} we first need to calculate the density
of y. Since y is the maximum value of m identically distributed random variables, its density is given by

Py(y) = m [IL jPX dx]M P(y). (4)

Substituting Eq. (1) into Eq. (4) and performing the indicated integration yields

P (y) = -m [1 -e-YI2 e-Y/2 . (5)

The expected value of y is

E{y} = JO y Py(y) dy

= 2mm m 1) (_I)i (6)

The value of Ely) is given in Table 1 for several values of m. The optimal value of m (call mopt) for a
given n is found by evaluating Ef (m) for all m

Table 1 - The Expected Value of y

| I I 2 | 3 | 4 | 5 | 6 | 7 |

E{y} | 2.0 3.0 1 3.666 1 4.166 1 4.567 1 4.9 5.186d

and selecting the largest Ef (m). The optimal values of m for several n are given in Table 2. The asso-
ciated signal-to-noise improvement I is given by

I = 10 log [Ef (mOpt)/Ef (n)] (7)

and is also shown in Table 2.

3
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Table 2 - Optimal Value of m

n 4 5 8 10 16

rnopt 2 3 4 4 6

1 0.97 1.25 1.88 2.17 2.80

Note that we do not always select the proper frequency because the returned signal is corrupted with
noise. Since the actual improvement will be less than that shown in Table 2, the actual improvement
for this model is found by simulation.

SEQUENTIAL SELECTION ANALYSIS

In this section we consider a sequential selection process. After receiving m pulses we either

(a) transmit the frequency which had the maximum return,
or

(b) transmit a new frequency.

Strategy (a) was considered in the previous section, and its expected energy return conditioned on
xl, ... xp, is given by

E(r(m) = z x; + (n-rm) y. (8)
i-l

The expected energy produced by strategy (b) is calculated next, and we will use whichever strategy has
the highest energy return.

First, let P be the probability that the new sample z is larger than y; i.e., P is the probability that z
is the largest of the (m + 1) samples. Then the expected energy return for strategy (b) again condi-
tioned on x 1, . Xm is

m
Es(m) =. £ xi + Etz) + P(n - m - 1) Etzlz > y))

i= I

+ (1- P) (n-rm- l)y. (9)

The first term is the previous returns, the second term is the expected value of the energy in the new
return, the third term is the expected value of the remaining samples when z is larger than y, and the
fourth term is the value of the remaining samples when z is less than y. The value of P is

I -x/2o-2 y12,2
P f e- &Ci = e- ~~~~~~~~~~(1 0)

y 2 o-5 SX..

However, since the value of (T 2 is unknown, we will replace it by its maximum likelihood estimate.
Specifically, let

2r2 = - 7 xi. (111

Substituting Eq. (11) into Eq. (10) yields

P e-y/x. (12)

The expected value of z is 2cr 2 is approximated by x~. The density of z given that z >Ž y is just

4



NRL REPORT 8843

1 -z/2a- 22.

P(zlz > y) = 0 Z < Y (13)

Then

Z 1 -z/2ff 2

E~ziz~yJ~j -~-j-2 e 5dz. (14)

Substituting Eqs. (11) and (12) into Eq. (14) and integrating by parts yields

E{zIz > y} I y + x. (15)

Next, substituting Eqs. (12) and (15) into Eq. (9) yields

Es()= xi + x + eY/x (n-n-1) (y + x) (16)
i= 1

+ (1 -ecl') (n -m - 1) y

which simplifies to

Esm = £xj + X~ + (n - m-1) y + Cy-Y/X (n - m-1 x (17)
i=1

Finally, one should transmit a new frequency if Eq. (17) is greater than Eq. (8). Equivalently, one
should transmit a new frequency when

(n- m-1) eCYx + 1 y/x. (18)

This decision rule can be put in the form of

y/x < T(m). (19)
The threshold values for n = 4, 8, and 16 are given in Table 3. Since the sample y is included in x
(See Eq. 11)), the ratio y/1x is bounded by

Y < m. (20)
x

Consequently, when n = 16, the threshold T(r) cannot be exceeded until m = 3.

SIMULATION RESULTS

Most of the simulation effort was centered on the fixed sample size selection criteria and then the
sequential selection criteria was compared to it. Two detectors were considered. One detector
integrated the square of the amplitude or energy for the n pulses and compared it to a threshold. This
operation is defined by

n
z lri P > Tf(n),
1=1

and a detection is declared when the threshold is exceeded. Recall the first m samples use random fre-
quency selection while the remaining (n - m) pulses use a frequency selected from these first m
pulses. The thresholds Tf(n) are obtained from Ref. 2 and the values used for a probability of false
alarm (Pf,) of 10-6 are given by

Tf (n) = 2 a (n) o-,

where values of a (n) are given in Table 4.
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Table 3 - Threshold Value for
y/xwhen n = 16, 8, and 4

n = 16 n = 8 n = 4

m T(m) T(m) T(m)

1 2.347 1.899 1.463
2 2.301 1.815 1.278
3 2.257 1.718 1.0
4 2.208 1.603
5 2.157 1.463
6 2.101 1.278
7 2.040 1.0
8 1.973
9 1.899

10 1.815
11 1.718

12 1.603
13 1.463
14 1.278

15 1.000 l

Table 4 - Threshold Values for Square Law Integration,
Probability of False Alarm of 10-6, and an Underlying

Gaussian Noise Process

The second detector considered uses a coherent integration after a frequency is selected and is
maintained over the remaining (n - m) pulse transmissions. We assume we know the phase change
from pulse to pulse due to doppler perfectly. Generally this is not true and there is some loss associ-
ated with a doppler filter bank when the target does not exactly match the filter. This loss is ignored in
this analysis. However, this loss can be avoided if all the energy in the last (n - m) pulses is placed in
one pulse at the selected frequency. Whether this last procedure can be accomplished or not depends
on the transmitter design. The second detector performs the operation

2

12 n
XIri +( rn) X wire > Tf(m + 1),

and a detection is declared when the threshold is exceeded. For complete coherent integration we set
m = 0. The doppler filter weights are

Wi = SiS/IS ,

6

n a (n)

1 13.8155

2 16.6884

3 19.1292

4 21.3505
5 23.4315
6 25.4126

7 27.3177

8 29.1622

16 42.6158
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where (*) is the complex conjugate. If only one large pulse is used, the second term is replaced by its
received signal energy. The thresholds Tf (m + 1) are found in the same manner as the thresholds for
the noncoherent detector case.

The simulation generated the signals as described earlier, passed them through the detectors and
the percentage of threshold crossings, which is an estimate of the probability of detection (Pd) is found.
The probability of detection is plotted versus S/N per pulse for Pf = 10-6 for all the performance
curves given. We begin by observing the performance using the fixed sample size selection criteria for
n = 16, 8, and 4 in Figs. 1, 2, and 3. In all cases k = 1 which means that the range cell containing the
target is known a priori. In each figure m = n, m = 0, and m = mopt random frequencies are used.
The m = n cases used the noncoherent detector, the m = 0 cases used the coherent detector, and
m = Mopt used both the coherent an noncoherent detectors. The m = n and m = 0 curves are the
standard square law detection curves for pulse-to-pulse fluctuating targets and scan-to-scan fluctuating
targets for a pulse burst of length n embedded in thermal noise. The typical characteristic of m = n is
better at high S/N and m = 0 is better at low S/N. For m = mrpt the noncoherent detection curve is
slightly worse than the coherent detection curve. In all three cases, n = 16, 8, or 4, and m = mopt, we

find the detection performance is close to the m = 0 case for low S/N and near the m = n case for high
S/Ns. We observe that the m = r 0pt strategy provides improved detection performance over random
frequency selection. Also, the performance improvement increases with the number of pulses n that
are transmitted. For a Pd of 0.5, we find a 2.4 dB, 1.4 dB, and 0.6 dB improvement in S/N for mopt

over m = n for n = 16, 8, and 4.

0.95 I I 1 1 I I I

0.90 _ NONCOHERENT

COHERENT
Z 0.80-0

Fig. 1 - Performance characteristics for <
C- 0.70-

n = 16 pulses, k = I range cells, probability of 
false alarm of 10-6 for the cases of (1) random c 0.60

frequency selection m = 16, (2) fixed fre- - 0.50

quency selection using coherent integration > 0.40 -
m = 0, (3) fixed sample size using coherent - 030 -
integration m = mpt = 6, and (4) fixed sam- /

ple size using noncoherent integration m 0. c/

m = m'p,= 6. X 0.10

0.05
-4 -2 0 2 4 6 8 10 12 14

SIGNAL-TO-NOISE RATIO PER PULSE (S/N) -dB

0.95 I

0.90 _

20.80-z 3 NONCOHERENT/ 
o 0.70 -NN//R Fig. 2 - Performance characteristics for n = 8

E 0.60 - A // _ pulses, k = 1 range cells, probability of false
O COHERENT alarm of 10-6 for the cases of (1) random fre-

0.50- 0 m=4 quency selection m = 8, (2) fixed frequency
>- 0.40 - - selection using coherent integration m = 0, (3)

' 0.30 - - fixed sample size using coherent integration

3 0.20 _i///n/ _ m = MO = 4, and (4) fixed sample size using
0 noncoherent integration m = MOMt = 4.

0. 10 

0.05
-4 -2 0 2 4 6 8 10 12 14

SIGNAL-TO-NOISE RATIO PER PULSE (S/N) -dB
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0
i

0
0
co

co

m
m
0

0-

0 2 4 6 8 10

SIGNAL-TO-NOISE RATIO PER PULSE (S/N) -dB

14

Fig. 3 - Performance characteristics for n = 4 pulses, k = I range cells,
probability of false alarm of 10-6 for the cases of (1) random frequency
selection m = 4, (2) fixed frequency selection using coherent integration
m- = 0, (3) fixed sample size using coherent integration m = mipt = 2,
and (4) fixed sample size using noncoherent integration m = mopt = 2.

We next examined the sensitivity of the performance to m. Figure 4 shows the noncoherent
detection results for m = (mopt - 1), mOpt, and (Mopt + 1), with n = 16, 8, and 4, and k = 1. We find
that the detection performance is not very sensitive to m except for small n where small changes in m
become large percentage changes with respect to n.

0~

2
W0

in

0

0
0-1

-4 -2 0 2 4 6 8 10 12 14

SIGNAL-TO-NOISE RATIO PER PULSE (S/N) -dB

Fig. 4 - Comparison of performance for m = (mipn - 1), mo, and
(mopt + 1), n = 16, 8, and 4. In all cases, the fixed sample size selection
criteria and the noncoherent integration were used for k = I range cells
and a probability of false alarm of 10-6.

We next examined the losses due to not knowing exactly the range cell of the target. Figure 5
shows the probability of detection for the noncoherent detector for m = mopt, with n = 16, 8, and 4,
and k = 1 and 10. Not knowing the range of the target exactly is not detrimental to the detection per-
formance. It appears that in most cases we chose correctly the range cell for selecting the frequency for
the remaining (n - m) pulses transmissions.

8
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0 2 4 6 8 10

SIGNAL-TO-NOISE RATIO PER PULSE (S/N) -dB

Fig. 5 - Comparison of performance for k = I and 10 using n = 16, 8,
and 4, and m = mopt. The fixed sample size selection criteria and the

noncoherent integration were used for a probability of false alarm of 10-6.

We next examine some performance bounds. Figure 6 shows the probability of detection for
three cases each with n = 4 and 16 and k = 1. One case is the performance for noncoherent integra-

tion using the fixed sample size criteria with m = mropt. The second case shows the performance if the

frequency selected after m pulses was chosen from noise-free samples rather than noisy samples. The

third case involves knowing a priori which frequency out of the n should be transmitted. We do not

pay a large penalty for selecting the best frequency out of the first m noisy samples over that of being

able to select the frequency in the absence of noise. However, if we knew which frequency to use a
priori, large performance gains can be obtained. It is interesting to note that the performance is not

limited much by having to choose a range cell and frequency from noisy samples. Rather, most of the
performance gains are taken away by having to use a significant amount of energy (m pulses) in making

a frequency selection and then not always making a good choice because the first m pulses may not con-
tain a good frequency.

-2 0 2 4 6 8 10

SIGNAL-TO-NOISE RATIO PER PULSE (S/N) -dB

12 14

Fig. 6 - Comparison of performance for the cases of (1) fixed sample-

size selection, (2) noise free or perfect fixed sample-size selection, (3) a
priori best frequency selection for n = 4 and 16. In all cases k = 1, the
probability of false alarm is 10-6, and noncoherent integration is used.
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If the radar selects a frequency based on one target in the radar beam, what happens to the detec-
tion performance for other targets which might also be in the radar's beam? Figure 7 examines this
detection performance using the noncoherent detector for n = 16, 8, and 4, and k = 1. The dashed
curve is for the other targets where the first m pulses uses random frequency selection and the remain-
ing (n - m) pulses use one of the first m pulses' frequencies but is randomly selected. The solid
curves are the m = n curves which are valid for either target. We find that at high S/Ns there is some
loss over random selection, but at low S/N there is even a little gain over random selection. We con-
clude that the performance for the other targets is not as good as the target for which the frequency is
being selected.

0.95 | 1 I | I

0.90 -

2 0.80 n=16 /

n 0.50 X of opportunity using fixed sample-size selection0
>- 0.40 - A for another chosen target to that of random

0.30 -/ / / selection for n = 16, 8, and 4, and m = mt,
m0.20 / / // in all cases k = 1, the probability of falsem0 / / / --- OTHER TARGETS alarm is 106 and noncoherent integration is

0.10 ///2 / SELECTED TARGET used.

0.05/
-4 -2 0 2 4 6 8 10 12 14

SIGNAL-TO-NOISE RATIO PER PULSE (S/N) -dB

Finally, we observe the detection performance for the sequential hypothesis selection criteria.
Figure 8 shows the probability of detection for both the sequential hypothesis and fixed sample size
selection criteria for n = 16, 8, and 4, k = 1, m~pt, and using the noncoherent detector. The sequential
criteria was slightly better than the fixed sample criteria, however, we used a perfect estimate of
X = 0.5/(a- I + o-) which would yield some loss when estimated from the data. Since the performance
of the sequential test was not much better than the fixed test, we did not examine it in the same detail.

0.95 / I

0.90 1(/-(e 0.80/ / 

0f °o6o ~/ / / H / 0n.70 -
~0.60 -

Fig. 8 - Comparison of performance of 050 - / /
sequential selection criteria to the fixed 0.40 -/ /
sample-size selection criteria for m = mipt >C /
using n = 16, 8, and 4. In all cases k = 1, the ' / - FIXED SAMPLE TEST
probability of false alarm is 10-6 and non- < 0.20 - SEQUENTIAL TEST
coherent integration is used. _/ 

0.05
-4 -2 0 2 4 6 8 10 12 14

SIGNAL-TO-NOISE RATIO PER PULSE (S/N) -dB
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SUMMARY

Several strategies for selecting the frequencies of the transmitted radar pulses were considered for
the purpose of improving the radar's detection performance for selected targets. In general, we found
that the detection performance could be improved over random frequency selection by a small amount.
The performance improvement depended mostly on the S/N and the number of pulses n. For a proba-
bility of detection of 0.5, the performance improvement over random frequency selection using the
fixed sample selection criteria for m = m~pt, k = 1, pfa = 10-6, is 2.4 dB, 1.4 dB, and 0.6 dB for
n = 16, 8, and 4.

Using the fixed sample size selection criteria, we found that the performance was not very sensi-
tive to not knowing the range of the target exactly, to m the number of random frequencies, to the type
of detector (whether coherent or noncoherent), or to whether the decision was made from noisy sam-
ples or noiseless samples. We found that the losses with respect to random frequency selection were
not very large for other targets in the radar beams and that there was even a small improvement in per-
formance at low S/N. Finally, we found that the sequential frequency selection criteria yielded nearly
the same results as the fixed sample size criteria.

The results presented involved four frequency selection criteria: random frequency, fixed sample
size, sequential, and fixed frequency. Only one target and noise model was used, and it was assumed
that frequency agility yielded independent target samples. Undoubtedly, there are other selection cri-
teria, target and noise models, and system characteristics which could be used and evaluated. The
results to date show that small improvements in radar performance can be obtained by using a good fre-
quency selection criteria.
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